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ABSTRACT 

Background:  

Social media are important for rapidly obtaining and disseminating information, particularly 
when information is time-sensitive and critical for decision making.  However, as individuals 
try to make sense of information in non-routine situations, rumors and misinformation often 
proliferate, eroding users’ confidence in these platforms. (Turner, 1994; Hill, 2012; Hiltz et al., 
2014; Hughes & Palen, 2012) As such, empirical studies of rumoring on social media—and 
informal communication dynamics more generally—have become a highly relevant area of 
study. One challenge facing such work is determining a method of identifying relevant content 
(e.g. tweets, posts) within the larger social media stream. Our work directly addresses this 
problem, using unsupervised learning methods to augment qualitative approaches to define 
datasets of interest within a large corpus of text-based data. 

Objective:  

Social media studies typically draw from a corpus of content, however, research questions 
often pertain to smaller subsets of the larger dataset.  Our research, for example, divides a 
corpus of tweets containing a particular set of keywords into subsets of content related to 
particular rumors. The process of identifying rumor-related content involves several 
components, including: (1) identifying salient information threads (e.g. stories) in a tweet 
corpus that may constitute a rumor, (2) refining search terms or “scoping” the potential rumor, 
(3) validating the subset of tweets generated, and finally (4) classifying tweets and analyzing 
the resulting patterns. Previous research frequently glosses over the initial three steps of this 
process, focusing instead on classification tasks (Oh et al., 2013; Mendoza et al., 2010; 
Maddock et al., 2015). Yet the choice of search terms can have a significant effect on the 
resulting analysis; moreover, methods which rely on outside sources (e.g. Snopes or 
Wikipedia) could introduce a bias towards high-volume, prominent stories. This paper focuses 
on the process of refining search terms and scoping rumor stories. 

Methods:  

While human coders can intuitively generate an initial set of search terms to define scope 
using an iterative and grounded approach (Maddock et al., 2015), the size of massive social 
media datasets creates inconsistency during this process. Coders are likely to miss small-
scale variations of a story or important variations of particular terms. Therefore, we introduce 
an approach which augments such techniques with machine learning methods of discovering 
patterns within text corpora. We develop and evaluate multiple procedures for altering the 
initial search terms (which define rumor scope) using Mikolov et al.’s (2013) Word2Vec 
algorithms. These word embedding models produce candidate terms (based on use within the 



 

 

corpus) which can be added to or deleted from the initial search query. Proposed changes are 
evaluated based on their ability to refine or expand the search results, while not introducing 
excessive noise (i.e. unrelated content). We then manually code the resulting set of tweets to 
determine if they are related (or unrelated) to the rumor story of interest, quantifying 
improvement based on the new query’s ability to increase the percentage of relevant results.  

Results:  

In this project we apply the above approach to a dataset of tweets from the December 2014 
Syndey Siege, a 16 hour hostage and standoff situation that occurred in in the Lindt in central 
Sydney last year. We have implemented three different methods of adjusting search queries 
to refine rumor scope. We are currently in the process of human coding new tweets identified 
through this process. Preliminary results indicate the potential for increased ability to find 
rumor-related content and reduce noise. 

Future Work:  

Our work presents a framework for combining human and machine learning methods for the 
analysis of social media data, and illustrates the usefulness of this approach in studying 
rumoring behavior during crisis events. Future work will extend the set of automated and 
semi-automated approaches to refining the rumor scope and apply these techniques across a 
variety of rumor and event categories. In particular, we aim to explore how the effectiveness 
of this method varies depending on the scale or volume of the rumor.   
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